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Advances in evolutionary biology, experimental economics and neuroscience are shedding new light on

age-old questions about right and wrong, justice, freedom, the rule of law and the relationship between the

individual and the state. Evidence is beginning to accumulate suggesting that humans evolved certain

fundamental behavioural predispositions grounded in our intense social natures, that those predispositions

are encoded in our brains as a distribution of probable behaviours, and therefore that there may be a core of

universal human law.
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1. INTRODUCTION
Developments at the intersection of evolutionary biology

and neuroscience are beginning to approach a powerful

resonance with the foundations of law. In this essay, I argue

that significant advances in our understanding of evolution,

the brain and behaviour presage a similar revolution in our

understanding of the roots of law. The old paradigm of law

as a purely cultural construct to repress our natural aggres-

sions is giving way to a deeper understanding of the law’s

adaptive value and its role as an institutional expression of

evolved social behaviours.

It is becoming clearer, with each advance in evolutionary

biology, that the distinctions between animal morphology

and animal behaviour are arbitrary, and that evolution is a

powerful tool to explain aspects of both. At the same time,

advances in neuroscience are suggesting a brain-to-

behaviour mechanism that may supply what has been the

missing link in the notion that complex behaviours have a

significant evolutionary component. Together, these dis-

ciplines are not only completing evolution’s tale, they are

also shedding significant light on the age-old question of

human nature, and therefore on the foundations of human

nature’s institutional analogue, the law.
2. THEDARWINIAN PRAGMATISMOFHOLMES
Law’s first significant and quite unsatisfactory encounter

with evolutionary biology began in the late 1800s as a kind

of legal version of Social Darwinism. Its champion, Oliver

Wendell Holmes Jr, constructed an elegant foundation

built on what, at that time, was thought to be evolution’s

relentless drive towards self-interest through aggression.

In 1897, Holmes published a law review article in the

Harvard Law Review called ‘The path of the law’ (Holmes

1897). It was profoundly influential, and set the stage for a

revolution in twentieth century jurisprudence. Richard

Posner has called it ‘the best article-length work on law ever

written’ (Posner 1992, p. x). The revolution it began, and
the one in whose midst we still find ourselves today, has

had enormous consequences, both good and bad.

Holmes’s jurisprudential model was based on a rather

startling (for its time) synthesis of law and biology. The

core idea, which Holmes first published 16 years earlier in

his small book The common law (Holmes 1881), was that

the march of the common law is like the march of evol-

ution—not guided by any external goals (i.e. ‘natural law’)

but rather shaped by the interaction of individual judges’

proximate decisions and the ultimate judgement of pre-

cedent. Judges push the boundaries of the law just enough

to accommodate what their experience tells them should be

an acceptable result in a single case. Rules that work (that

is, rules that are accepted over time) survive as precedent.

Rules that do not work, die.

In ‘The path of the law’, Holmes (1897) polished and

tightened these insights into four forceful and striking

axioms, which he argued completely described and

informed all of jurisprudence.

(i) If you want to know the law and nothing else, you

must look at it as a bad man, who cares only for the

material consequences which such knowledge enables

him to predict . . . . (p. 459).

(ii) The prophecies of what courts will in fact do, and

nothing more pretentious, are what I mean by the law

(p. 461).

(iii) The duty to keep a contract at common law means a

prediction that you must pay damages if you do not

keep it—and nothing else (p. 462).

(iv) [I]t would . . . be a gain if every word of moral signifi-

cance could be banished from the law altogether

(p. 464).

These insights were a breath of fresh air to a jurispru-

dence suffocating from a stilted kind of formalism, in which

legal thinking was almost entirely limited to the mundane

acts of identifying, classifying and labelling legal principles.

In a very real sense, Holmes had begun to do for jurispru-

dence what Darwin had done for biology: insights unteth-

ered to any grand external assumptions were making it
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possible to see both disciplines on a very large scale, and

therefore to see deep connections between what had before

seemed to be isolated observations.

But Holmes’s insights came at a heavy price, in part

because they were based on a primitive understanding of

evolution, not unlike Herbert Spencer’s primitive under-

standing. The revolution Holmes began was not just a

revolution against legal formalism; it was, as Professor

Albert Alschuler has so aptly described it, a revolution

against the very idea of right and wrong (Alschuler 2000, p.

10). In the law, as in the natural world, Holmes insisted

that there is no right or wrong, only a relentless struggle for

survival.

As Professor Alschuler also recognized, Holmes’s value-

less philosophy is the grandfather of the principal school of

modern American jurisprudence: law and economics

(Alschuler 2000, pp. 2–8). Although the law and econom-

ics movement has contributed greatly to a deep under-

standing of the law and its applications (e.g. Posner 1983),

it has its limitations, especially to those of us who suspect

that there may be more to the rule of law than setting arbi-

trarily deterrent levels of game theoretic payoffs. Classical

economics can predict certain human behaviours and can

also tell us whether behaviours are efficient or inefficient,

but it cannot tell us whether behaviours are right or wrong.

To a great extent, the law and economics vision sees law

simply as the expression of a relentlessly hedonistic, and

therefore quite mutable, marketplace. In Posner’s extreme

world, we do not ask whether it is right or wrong for one

person to torture another, we insist only that the torturing

decision be made in a free market; that is, no one can be

physically forced to submit, and the torturer and the tor-

tured must be free to agree to a price that reflects the inter-

section of their mutual preferences. Because most people

prefer not to be tortured, the price for torture will sky-

rocket, and torturing behaviours will be driven out by a

price that reflects most people’s disinclination to be tor-

tured (and their disinclination to pay high prices to

torture), not by laws prohibiting the torture itself (Posner

1983, p. 82). According to this view, our traditional label-

ling of torture as ‘wrong’ is an unnecessarily normative-

laden synonym for ‘unpopular’.

This analysis can be quite enlightening, especially to

those of us with libertarian inclinations, but it is far from a

complete description of the foundations of law. As I will

discuss in more detail below, biology is now making it clear

that humans are not relentlessly hedonistic, at least not in

the classic economic sense. Moreover, just like Holmes’s

model, the assumptions of law and economics beg the dee-

pest questions of all: why do people have the preferences

they have, and should they really be free to express any

preference as long as the marketplace can absorb it? In fact,

Holmes himself expressed exasperation about universal

preferences he recognized but could not explain, calling

them ‘can’t helps’ (Alschuler 2000, p. 24).

Other attempts to describe the axioms of law—by legal

philosophers such as John Rawls (1971) and Robert

Nozick (1974)—are also incomplete for the same reason:

they presuppose that people, and therefore the law, must

act in certain ways. For example, Nozick posits three sets of

rules from which he argues all our notions of distributive

justice emanate: (i) rules governing how un-owned pro-

perty is acquired; (ii) rules governing how owned property
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may be transferred; and (iii) rules governing how violations

of the acquisition and transfer rules should be rectified

(Nozick 1974, pp. 150–153). But why must we have rules

governing the acquisition and transfer of property, and

what should those rules say? Why must we have rules to

rectify violations of the acquisition and transfer rules, and

how exactly should those violations be rectified?

At the bottom of all these taxonomies in the legal sub-

floor lies the real foundation: why do people behave the

way they do, and how should society react to those beha-

viours?

3. THEANCIENT DEBATEABOUT JUSTICE
Of course, the debate about human nature, and therefore

about justice, has been going on since the dawn of the

human race. The Greek version of the debate, as retold by

Plato, pitted Thrasymachus (‘Justice is nothing else than

the interest of the stronger’) (Plato ca. 360 B.C., 1901 edi-

tion, p. 19) against Socrates (‘Justice is the excellence of the

soul’, p. 43). Hobbs and Locke tangled over the same ques-

tion. Indeed, the Enlightenment debate about the essence

of human nature was very much a part of the

compromises that made up the American constitution

(McGinnis 1996).

All of these efforts to describe and justify the rule of law—

Socrates’s, Locke’s and Jefferson’s divine man, Thrasy-

machus’s, Hobbes’s, Alexander Hamilton’s and Spencer’s

selfish man, Holmes’s bad man, Posner’s rational man and

Nozick’s free man—depend on unstated assumptions about

why people behave the way they do. Those assumptions

tend to coalesce around two quite unsatisfactory poles. The

Socratic side of the debate generally attributes its assump-

tions about why people behave the way they do, and

especially why people should behave in particular ways, to

the divine, and for that reason the Socratic approach has,

quite unfortunately, gone out of favour in our post-modern

world. The Holmesian side of the debate, buoyed by its

misinterpretation of Darwin, assumes that all behaviours are

ultimately expressions of raw self-interest.

David Hume added an important ingredient to the

debate—and the twinkle of a synthesis—by recognizing the

emotional component to human behaviour. He was among

the first post-Renaissance philosophers to observe that

humans do not always act ‘rationally’ in the sense of mak-

ing conscious, calculated choices. Instead, our behaviours

are often driven by emotion, and our sense of deliberation

is often a mere artefact of conflicting emotions. Hume also

recognized, long before Darwin, that some aspects of our

emotion-driven behaviours—both for good and evil—seem

to be ‘kneaded into our frames’ (Hume 1748, p. 271).1

Research in evolutionary biology and neuroeconomics is

suggesting that Socrates and Hume may have had it right

all along, if we replace Socrates’s ‘divine’ with ‘evolved

reciprocity’, and Hume’s ‘kneaded into our frames’ with

‘inherited’. It appears the Holmesian assumptions about

why people behave the way they do are not at all accurate,

and may be misinterpretations of even deeper truths about

human behaviour, truths that much more completely

describe, and may even justify, the rule of law. When we

add evolutionary and neuroeconomic insights to the way

we frame these foundational questions, and specifically the

insight that we are often driven by our evolved neuroarchi-

tectures to act in a very complicated, yet often predictable,
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kind of socially modulated self-interest, a case can be

made, and I will try to make it here, that there is indeed a

relatively fixed and immutable set of right and wrong

human behaviours. In this neuroeconomic model, the law

is neither an inexplicable divine good, nor a cultural veneer

against inexplicable original sin, nor a mere lubricant for

arbitrary market preferences. It is an expression of our

evolved natures as a profoundly social species.2

Before I expand on neuroeconomics and its effects on

the foundations of law, let me refer to some more general

observations about the relationship between evolution and

behaviour.
4. EVOLUTIONANDBEHAVIOUR
Evolutionary biology has undergone a revolution of Coper-

nican proportions since Darwin’s and Holmes’s time, and

may be about to undergo another. The first revolution was

about evolutionary morphology: how exactly do genes

express themselves in physical traits? The rediscovery of

Mendel, integrated with the discovery of DNA and the

mechanics of replication and protein production, began to

create a powerful picture of exactly how genetic infor-

mation is transmitted across generations, how mutations

can arise in that transmitted information, how, once trans-

mitted, the genetic information is expressed in physical

traits, and how an individual animal’s interaction with its

environment can make an inherited trait more, or less,

likely to appear in subsequent generations. Adding game

theory into the mix has given evolutionary biologists a

powerful insight into the ways adaptation works within and

between populations.

A similar synthesis is now taking place with respect to

evolved behaviours. Anthropologists, biologists, economists

and linguists are coming to understand that the evolution-

ary forces that shaped all animal bodies, including ours,

have also shaped the menu of behaviours that animals,

including us, entertain in response to certain stimuli, as

well as the probabilities associated with each particular

choice in that menu (see Wilson 1975; Dawkins 1989).

Indeed, because natural selection is the evolutionary

motor, it is incorrect to think of morphology and behaviour

as separate animal functions; everything an animal is—the

package it comes in and the way that package interacts with

its environment—is the ultimate, though of course not

proximate, product of evolutionary pressures. That is,

opposable thumbs make evolutionary sense only because

they came with the behaviours to use them. Function and

form—and therefore behaviour and morphology—are

inseparable in evolution’s longmarch (see Dawkins 1999).

E. O. Wilson has even suggested that this evolutionary

synthesis between mind and body presages a fusion

between the social and natural sciences (Wilson 1998). But

even on a less grand scale, the idea that complex animal

behaviours, and especially human behaviours, might have a

significant evolutionary component has been the object of

intense criticism. There have been two primary challenges:

(i) the puzzle of altruism; and (ii) the question of how it is

that genes act on brains to produce behaviours that can be

inherited.
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5. ALTRUISM
The initial reaction, by biologists and social scientists alike,

to the realization that Earth’s creatures are the product of

an evolutionary process that naturally weeds out the weak

and infertile, was the assumption that every animal would

therefore tend to become, as one modern philosopher of

science has put it, a ‘powerful loner, who knows when to

cheat and can do it well; he is a kind of Nietzschean über-

mensch who breaks the conventions of sociability and mor-

ality with one powerful swipe of his well-oiled and bloodied

fighting appendage’ (Casebeer 2003). Indeed, Spencer’s

social philosophy and Holmes’s legal philosophy are rather

straightforward extensions of this primitive view of evol-

ution.

It turns out, of course, that nature herself is much more

complex. We have known for some time that individuals

across animal populations do not exhibit anything like the

uniform level of self-interested sexual and male–male

aggression that natural selection seems to predict. In social

and not-so-social species alike, even the most aggressive

individuals seldom behave like Nietzschean über-animals,

practising instead all kinds of more modulated behaviours.

Displays of aggression, for example, often substitute for

actual aggression. Cooperation, not competition, seems to

rule. In fact, at the extreme end of this selfish/selfless con-

tinuum of behaviour, individual animals have been known

to sacrifice their own fitness, even their own lives, for the

benefit of other related and even non-related individuals.

How can this kind of altruistic behaviour be explained by

natural selection?

The puzzle was neatly solved in its weakest form (kin

altruism) by W. D. Hamilton, who demonstrated that

seemingly altruistic behaviours between related individuals

make perfect evolutionary sense if we refocus the fitness

inquiry from individual animal fitness to individual gene

fitness (Hamilton 1964). From the gene’s point of view,

parents should always sacrifice themselves for three or

more children (or five or more grandchildren) since, on

average each child carries one-half of the parent’s genes

(and one-quarter of the grandparent’s genes). Parental sac-

rifice is not about an individual acting altruistically; it is

about parental genes acting quite selfishly.

But how does evolution explain altruistic behaviours

between non-related individuals? One explanation is that

natural selection simply is not perfect, and behaviours that

are adaptive on average can go terribly wrong on occasion

in individual circumstances. That is, we all have powerful

and perfectly adaptive urges to save our kin, graded to

relatedness, and perhaps those urges occasionally get mis-

applied to non-kin. Versions of this argument were often

made in biology texts in the 1960s, to explain, for example,

the evolution of warning cries in birds (Williams 1966,

p. 206).

That explanation is not terribly satisfying, for several rea-

sons. First, non-kin altruism seems to be much more wide-

spread than this explanation would predict. Moreover, one

would expect that the profound genetic cost of misdirected

kin altruism would have led to highly evolved and wide-

spread mechanisms to recognize one’s own kin, yet it is an

almost universal problem in the animal kingdom that half

of all parents (males) are, by the very nature of sexual

reproduction, unsure of the paternity of their offspring.
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Evolutionary theorists have discovered a deeper, simpler

explanation for non-kin altruism: just like the illusion of kin

‘altruism’, non-kin ‘altruism’ is not altruism at all if what is

going on is the payment of a direct cost in exchange for a

less direct, but nonetheless palpable, benefit. Biologists

have long known of a phenomenon, later dubbed by evol-

utionary theorists as ‘return effect altruism’, in which indi-

vidual animals act in ways that appear in isolation to be

altruistic, but which, when viewed in a larger, often social

context, clearly confer an adaptive advantage on the alleg-

edly altruistic actor. Bird warning cries are a good example.

Even a purely ‘altruistic’ cry—that is, one whose frequency

does not depend on the proximity of kin—can convey a net

adaptive advantage. Although giving such a cry can be

extremely costly to the individual in the short-run (and, in

fact, so costly that there is no long-run left), it also can trig-

ger responsive cries in other nearby prey animals. Because

many predators have coevolved strategies to give up the

hunt if they hear too many cries, ‘[w]arning your [unre-

lated] neighbour that a predator is nearby may be the

quickest way to get the predator to move on elsewhere’

(Trivers 1971).

In addition to return-effect altruism, biologists have also

long recognized that apparently altruistic behaviours are

sometimes just one side of symbiotic relationships, and that

when one measures the net costs and benefits of the sym-

biotic whole the behaviours can make perfect adaptive

sense, for both participants. For example, symbiotic clean-

ing behaviours are fairly widespread in the ocean—more

than 45 species of fishes and six species of shrimp are

known to be cleaners, and innumerable species of fishes

serve as hosts (Feder 1966). For both the cleaner (who

spends enormous energy benefiting the host) and the

cleaned (who resists the temptation to swallow the clea-

ner), the individual behaviours seem maladaptive when

viewed in isolation. However, when considered together,

and taking into account the costs of not being cleaned (that

is, the damage done to the host fish by ectoparasites), the

difficulty and danger of finding a cleaner, the site specificity

of cleaners, the lifespans of cleaners, and the ability of hosts

to find the same cleaner repeatedly, theorists have demon-

strated that cleaning behaviours can confer a net adaptive

advantage on both the cleaner and the cleaned (Trivers

1971).

However, traditional symbiosis is not the only kind of

‘reciprocal altruism’, as theorists have labelled this sort of

mutually beneficial interaction. It is a much more general-

ized, and indeed central, aspect of evolution itself. Robert

Trivers was among the first evolutionary biologists to

recognize that when one considers not just the survival

behaviours of a single individual in isolation, but also that

that individual must make guesses about the survival beha-

viours of his competitors and prospective mates, optimum

solutions exist that involve a mix of aggressive and cooper-

ative strategies, with the cooperative strategies often taking

the form of a time-delayed exchange, or what evolutionary

theorists have come to call reciprocal exchanges.

Trivers showed that animals engage in a whole host of

complex reciprocal exchanges, even with (and, indeed,

especially with) unrelated individuals that can accrue to

their net long-term individual benefit, even if they seem to

be to their net short-term individual disadvantage. If the

net long-term advantage sufficiently outweighs the net
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short-term cost, the behaviour can become adaptive and

animals can inherit a tendency to act in ways that appear

‘altruistic’.

Displays of aggression also have obvious adaptive value,

when viewed not in isolation but as an exchange between

individuals. John Maynard Smith demonstrated that the

kinds of ‘graded signals’, as he called them, seen in displays

of aggression, make perfect evolutionary sense when one

considers not just the obvious benefits of aggression but

also its obvious and not-so-obvious costs—being killed or

injured, or having one’s mate lured away during combat by

a ‘sneaky male’. Perhaps more importantly, Smith demon-

strated that both within and between species, when both

the costs and benefits of behaviours are carefully

considered, including the delayed costs and benefits in

reciprocating, natural selection operates to drive indivi-

duals (and populations) to a relatively stable distribution of

behavioural strategies, strategies he called ‘evolutionarily

stable strategies’ (Maynard Smith 1982).

Of course, aggression, displays of aggression, cleaning

symbioses and warning cries are just a tiny part of the beha-

vioural toolbox. In recent years, evolutionary biologists

have examined a whole host of others kinds of reciprocal

behaviours, both in humans and non-humans, including

foraging, communication, nepotism, sibling rivalry,

parent–child conflict, habitat selection, predator–prey

interaction and even learning (Dugatin 2001). Game theo-

rists have added a mathematical rigour to the analysis of

reciprocal exchanges, treating them as a set of multiple

non-zero-sum games. Evolutionarily stable strategies are

the Nash equilibria (Nash 1950) for the particular ‘game’

in question, under the constraints biologists believe were

operating when a particular strategy evolved.

In intensely social species like humans, reciprocity seems

to play an especially important role. After all, our evolved

behavioural tendencies are the product of a long and com-

plex interaction between our individual ancestors and the

small groups in which they evolved, and living in groups

requires rather sophisticated mechanisms to regulate rela-

tionships between members. The social behaviours we

evolved in that environment are central to what we now

view as human nature.

Any group needs rules for admission and exclusion.

Thanks to the combination of our large brains, our ability

to speak and our intense social natures, it seems we literally

evolved an instinct for rules. In fact, our brains and our lan-

guage structures are themselves most probably tools we

evolved to increase the efficiency of our reciprocal social

exchanges (Pinker 1994). Being in a group at all—

following rules, enforcing violations, accepting punish-

ment—is a constant series of reciprocal trade-offs between

short-term individual gains/losses (‘Should I steal that pile

of food our hunters brought in today?’) and long-term indi-

vidual gains/losses (‘Do I want to stay in this group and

benefit from mate availability and economies of scale in

food gathering and defense?’) (Axelrod & Hamilton 1981).

The scientific literature is now flush with studies of recip-

rocity, or ‘cooperation’ as some biologists now prefer

(Burnstein et al. 1994; Dugatin 2001; Brown & Moore

2000; Gintis et al. 2003).

It now appears beyond cavil that all animals, including

humans, have evolved tendencies to behave in certain pre-

dictable manners under certain conditions. Of course, the



Neuroeconomic path M.B. Hoffman 1671
extent to which these ultimate tendencies actually express

themselves, how they interact with an individual’s proxi-

mate environment and, in the case of higher-order animals,

their learned behaviour, continues to be open to great

debate.

But how do brains turn evolutionarily stable strategies

into behaviours? Before turning to that profoundly impor-

tant question, I consider three general classes of human

behaviours, which I propose are genetically based and

which may inform much of the foundations of law.
6. THREECOREHUMANPRINCIPLES
It appears that humans, and indeed all intensely social ani-

mals, have a predisposition to follow three central beha-

vioural rules: (i) promises to reciprocate must be kept

(contract); (ii) reciprocal exchanges must be relatively

equal (tort and criminal); and (iii) serious violations of the

first two principles must be punished (enforcement).3

These three rules form the nucleus of a kind of neo-natural

law that I suspect is part of our inherited natures, and

therefore is both universal and relatively invariant.

This is a profoundly different view of justice than the

incomplete evolutionary views of people like Holmes and

Spencer. Under this construct, we have an instinct for

justice not because justice is ‘a brooding omnipresence in

the sky’, as Holmes once derisively described efforts to

externalize the law (Holmes 1917), but because we are the

complex products of an evolution that made such social

behaviours adaptively beneficial to our individual survival.

There is compelling game-theoretic evidence that all

humans are indeed armed with versions of these three

internal principles, which classical economics cannot

explain but which become entirely rational if we look at our

behaviours as a constellation of evolved reciprocal exchan-

ges. For example, in the so-called ‘ultimatum game’,

involving two players, A and B, player A is given money (or

useful goods) and both players are told that A must choose

a fraction to offer to B. Both players know the total amount

available for division. They are also told that if B accepts

the offer, the money will be divided as A has proposed, but

that if B rejects, neither player gets anything. Classical eco-

nomics, which assumes that A and B will act in unbounded

‘self-interest’, predicts that A will offer next to nothing, and

that no matter how small the offer, B will accept it. Neither

prediction holds true.

In industrial societies, A offers an astonishingly ‘altru-

istic’ average of ca. 40%, simultaneously acknowledging

that this exchange should be roughly equal, that A should

probably get a little more because he is the one who started

out with the money,4 and that if he offers much less B will

reject and neither will get anything. In fact, offers of less

than 30% are frequently rejected (Gintis 2000). These

same general results occur in pre-industrial cultures

(Henrich et al. 2001).5

Just as with classically ‘altruistic’ behaviours, this kind of

behaviour is not altruistic at all. Humans have built-in reg-

ulators, evolved over aeons of intense social interaction,

that tell us not to be unfair to each other, lest today’s player

A will become tomorrow’s player B. That these preferences

for a generalized kind of fairness are the adaptive product of

evolutionary pressures is clear not only from their human

universality, but also from the fact that other intensely
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social primates exhibit similar test behaviours (Brosnan &

de Waal 2003).6 That these preferences are bound up with

evolved social behaviours is clear because when the other

player is a stranger (or worse still, a computer), people tend

to revert to more classically self-interested behaviours

(Cook & Hegtvedt 1992). However, our hunches about a

universal natural justice are still far ahead of the supporting

science. Themost difficult gap is in the neurology of behav-

iour.

The challenge is that brains, not genes, generate behav-

iour. Although our brains are themselves the ultimate pro-

duct of evolution, neuroscientists have yet to discover the

behavioural analogue to DNA—the mechanism by which

our brains transmit behavioural predispositions to us, but

there is encouraging and exciting evidence from the science

of neuroeconomics.
7. THE PROMISEOFNEUROECONOMICS
As the mechanisms of the brain are being uncovered in

both humans and non-humans, neuroscientists are doing

two important things: (i) they are isolating and studying the

actual brain structures involved in decision-making; and

(ii) from these discoveries they are piecing together a new

probabilistic paradigm of how brains make decisions, a

paradigm that may go a long way toward explaining how

adaptive behaviours are expressed in individuals and then

transmitted across generations. A remarkably comprehen-

sive and clear exposition of these developments can be

found in Paul Glimcher’s new book (Glimcher 2003).

As Glimcher reminds us, Rene Descartes believed that

all human behaviour could be divided into two fundamen-

tally different categories: simple behaviours, which were

the deterministic motor responses of given sensory inputs;

and complex behaviours (or what we would call ‘cognitive’

behaviours), which Descartes saw as the indeterminate

product of unknown and unknowable forces, and which he

simply called ‘the soul’ (Descartes 1649). For centuries,

this Cartesian dualism has both enlightened and burdened

neuroscientists examining the etiology of behaviour.

It enlightened the investigation because, by focusing on

simple motor reflexes, it allowed investigators to discover

quite a lot about the neural pathways between stimulus and

response. However, it also profoundly burdened the inves-

tigation because it presumed that what was going on in the

brain in these so-called simple motor reflexes was the same

sort of deterministic and essentially linear transmissions

that were observed elsewhere along the neural path. In this

reflex model of simple behaviours, the brain does very little

more than reflect the stimulus signal back to the appropri-

ate response path. However, as discussed in more

detail below, evidence is accumulating that when the brain

‘decides’ what the ‘appropriate’ response path should be,

something is going on that is much more complicated than

the reflex model predicts.

Of course, Cartesian dualism also had the effect, and

indeed the intended effect, of cleaving the behavioural

world into two mutually exclusive pieces: the scientifically

accessible reflex piece and the mysterious, religious, scien-

tifically inaccessible cognitive piece. Neurological research

on non-cognitive behaviours proceeded apace, but

research on cognitive behaviours was, at least early on, con-

demned to the realm of the metaphysical. Advances in
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neuroscience are driving a fundamental synthesis between

these two realms.

Many neuroscientists believe that all behaviour can be

explained by combining a sufficient number of reflexive

units in a sufficiently complex way, and that the very notion

of a separate and distinct kind of ‘cognitive’ mechanism is a

false dichotomy created simply to avoid touchy issues

about consciousness and free will. For example, as early as

1950, the renowned German physiologist Erik Von Holtz

and a colleague wrote:

The sooner we recognize that the [higher functions] which

leave the reflex physiologist dumbfounded in fact send roots

down to the simplest basal functions of the CNS, the sooner we

shall see that the previously terminologically insurmountable

barrier between the lower levels of neurophysiology and higher

behavioural theory simply dissolves away.

(VonHoltz &Middelstaedt 1950)

At the time of Von Holtz’s predictions, Cartesian dual-

ism still dominated the study of brain anatomy and func-

tion. Most 1950s textbooks divided the cortex into three

functional parts: sensory, motor and what was dubbed

‘association’, which is a word that had its origins in Pavlov’s

conditioned associations, but which came to be a kind of

catch-all all category corresponding to Descartes’ ‘com-

plex’ (Glimcher 2003, p. 233).

The association parts of the cortex remained shrouded in

mystery primarily for technical reasons. Researchers could

measure the activity of single sensory and motor neurons

by exposing those neurons in anaesthetized subjects. But

association neurons could not be explored in this manner

because anaesthetized subjects are unconscious, and there-

fore cannot ‘associate’—that is, do any of the cognitive

activities presumed being done in these areas of the cortex.

This technical limitation was overcome in the late 1950s,

when researchers perfected a technique of inserting tiny

wires into the cortices of conscious subjects (Glimcher

2003, pp. 233–234). From that moment on, and acceler-

ated by many other technological advances, including the

functional magnetic resonance imaging, a flood of data

began to be gathered about the association areas of the

cortex, and the data started to suggest that the essentially

Cartesian distinctions between sensory, motor and

association were not at all accurate. Perhaps Von Holtz was

right. Perhaps the ‘cognitive’ function occurring in the

association part of the cortex was merely a complicated

arrangement of reflexes.

But it turns out that the classical reflex model is a very

poor predictor of whole categories of determinate beha-

viours, no matter how many simple reflex circuits we

postulate, and no matter how complex the connections.

For example, rhythmic behaviours—like stepping—have

simply not lent themselves to any kind of modelling based

on combinations of reflexive pathways (Glimcher 2003,

p. 111). Moreover, electrode studies of many of these

rhythmic behaviours show neural activity that is quite dif-

ferent, both in kind and intensity, than one would expect

from a reflex model (Glimcher 2003, pp. 111–112).

As result of these difficulties, some neuroscientists are

suggesting that Descartes’ dualism should be closed in the

other direction—by positing that there are really no reflexes,

and that all behaviours are the product of a much more

complicated process. In an amazing experiment in 1987,
Phil. Trans. R. Soc. Lond.B (2004)
James Gnadt and Richard Andersen discovered that a

portion of the parietal cortex associated with saccadic eye

movements—gaze-aligning movements that rotate the eye at

high speeds when an animal switches its gaze from one

object to another—and which had been categorized as sen-

sory, exhibited a suspiciously cognitive kind of pre-move-

ment memory. When saccadic neurons in the parietal cortex

of macaques trained to stare at a primary visual stimulus

were activated by a secondary visual stimulus, those neu-

rons not only remained active after the visual stimulus was

removed, but remained active until the macaques moved

their eye to gaze at the remembered location of the second-

ary stimulus. As Gnadt and Andersen put it, these saccadic

neurons ‘appeared to be related to the pre-movement plan-

ning of saccades in a manner which we have chosen to

describe as motor intention’ (Gnadt & Andersen 1988).

That very phrase—motor intention—sounds quite

strange to ears conditioned to 400 years of Cartesian dual-

ism, and perhaps even stranger to more modern adherents

of the all-reflex approach. Neurons whose function was

presumably sensory (we might even say ‘autonomic’) turn

out to behave in a surprisingly cognitive way. What we

thought was a simple sensory/motor reflex—detect a new

object and move the eye to it—turns out to involve a cogni-

tive delay—detect a new object, remember its location, and

decide later whether to move the eye to the remembered

location.

It seems Von Holtz’s synthesis is being realized, but in

the opposite direction. Even the simplest ‘reflexes’ may

involve neural activities once thought to be associated with

‘cognition’. However, where does all this leave us in our

hunt for a connection between genes and behaviour?

In recent years, Paul Glimcher and other neuroscientists

have suggested an answer. Because it is becoming apparent

that the distinction between ‘reflex’ and ‘cognition’ is arti-

ficial, perhaps the distinction between ‘determinate’ and

‘indeterminate’ is also artificial. Perhaps the brain—both in

its ‘simple’ and ‘complex’ activities—is a probability

machine rather than some contraption that inexplicably

switches back and forth between reflexive/determinate out-

comes (burn your hand, pull it back) and cognitive/indeter-

minate outcomes (you decide you will walk home today

rather than take the bus). Perhaps all behaviours are repre-

sented in the brain by a set of probability distributions,

which are then continuously influenced by the interaction

between ultimate causes (the initial probabilities that

evolution built into brains) and proximate causes (the

particular environmental challenges brains are called upon

to solve).

In this model, the ‘reflex’ is just an extreme kind of

probability distribution—one with a very high probability

bunched near a single action, the response. When you

burn your hand, it is extremely likely (but not determi-

nate) that your brain will decide to pull the hand back.

The high probability of that particular action masks its

inherently indeterminate (and cognitive) character. Like-

wise, when you decide to walk home rather than take the

bus, you are also engaging a distribution of probable beha-

viours, though the probabilities are more evenly dis-

tributed over a wider range, leaving you with the

conscious sense that you ‘decided’ what to do. But in both

cases, according to the probabilistic model, the particular
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‘decision’ is an indeterminate outcome bounded only by

the probability distribution of all outcomes.

Glimcher and his colleagues have performed a series of

spectacular neurological experiments strongly suggesting

that the brain works exactly in this probabilistic way. Using

a variety of neurobiological techniques to study the neural

firings in the brains of monkeys and humans as they make

decisions during various kinds of games, the experimenters

found that when the strength and frequency of those firings

are accumulated and plotted over time, they look virtually

identical to the probabilistic outcomes in decision-making

by individuals over time—the so-called ‘utility function’ of

modern economics (Glimcher 2003, pp. 322–336; Glim-

cher et al. 2004). This is a remarkable result, suggesting an

essential unity between the way a single brain makes a sin-

gle decision, and the patterns that emerge when brains

makemany decisions over time.

Thus, although we cannot predict whether the brain of

any particular person will offer 40% in the ultimatum

game, we can surmise that the population-wide average of

40% reflects the fact that the brains in that population have

a probability distribution for this behaviour that peaks

near 40%. The genius of the probabilistic model is that it

preserves the indeterminacy (free will?) of a particular

individual’s behaviour, while explaining the perfectly

determinate behaviour of large groups of individuals, or of

a single individual over many trials. It also suggests the real

possibility that some behaviours are heritable, because

brains have of course been inherited.

To complete this second post-Darwinian revolution,

neuroscientists will need to discover exactly how beha-

vioural probability distributions are encoded in the brain.

When and if that happens, neuroeconomics may do for the

evolution of behaviour what Watson and Crick did for the

evolution of physical traits.
8. LAWASANEXPRESSIONOFEVOLVED
PROBABILISTIC BEHAVIOURS

Of course, law is a special kind of game, a sort of meta-

game, where the thing in play is not a direct payoff, but the

very question of what should be the rules of the game. Law

may well ‘evolve’ in the short run in the way Holmes sug-

gested. But if it is true that humans have evolved a set of

basic social behaviours to navigate our way through the

social world, and that those basic social rules form the core

of a kind of natural justice, then law may well have evolved

in a much deeper and profound way.

At those critical points where judges, juries or legis-

latures have to make decisions, those decisions may not be

the valueless preferences Holmes presumed. They may not

be the arbitrary behavioural cousins of the mutation, wait-

ing for time and survival pressures to sort the useful from

the useless. They may instead be preferences that reflect

the interaction between the case at hand and neuroecono-

mically evolved, probabilistic, norms that all judges, jurors

and legislators carry inside their brains. It seems likely that

we cannot help but to give some distributed weight to the

core principles that promises should be kept, that social

exchanges should be roughly equal and that serious viola-

tions of these two aspects of our imbedded social contract

should be punished.
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We might therefore reformulate Holmes’s axioms this

way, at least with regard to that portion of the body of law

we believe is encompassed by our core of natural justice:

(i) If you want to know what the law is, look at it as

would a ‘good man’, someone who is not interested in

the outcome of a dispute but recognizes that one day

he may be subject (in either direction) to the rule

derived from the dispute.

(ii) Law is nothing more than a prophecy of what rules

good people are likely to agree are well settled.

(iii) ‘Duty’, whether in contract or tort, is a prediction of

how we would agree in advance to treat one another,

without knowing ahead of time whether we will be the

breacher or breachee, the tortfeasor or the injured,

the criminal or the victim, the defendant or the sen-

tencing judge.

(iv) The law should not be embarrassed to label some of

its most basic rules in moral and ethical terms,

because that is exactly what they are.7

9. THERELATIONSHIP BETWEEN FREEDOMAND
JUSTICE

The economist Paul Rubin has written a provocative book

arguing that the freedom to leave one group and join

another, and thus avoid coercion by dominants, is a deep

part of our evolved natures as humans (Rubin 2002).

Rubin argues that our profound sense of individuality,

which has survived in tandemwith our profound social nat-

ures, was a kind of ultimate veto over both dominant and

collectivist excess. Exit freedom had the effect of imposing

constraints on dominant individuals in the group: if a few

powerful individuals got too powerful, they risked loss of

members, and thus loss of some of the net advantage of liv-

ing in groups. Likewise, even the majority in any group had

to keep a keen eye onmajoritarian excess.

Justice is what happens when our deepest social

axioms—which, as I have suggested, themselves contain an

embedded core of justice—are given efficient expression.

The key to these social axioms is that they are the evolved

product of reciprocal social exchanges. That is, the small

groups in which we evolved contained an important

element of freedom—the freedom to enter into mutually

beneficial social interactions, the freedom to decline to do

so, and, as Rubin points out, the freedom to leave the group

and go join another. Laws enacted or developed without

these complimentary forces in play will themselves tend to

be unjust.

Thus, a dictator is inclined to write laws that are not just,

both because the dictator is unlikely to become an enforce-

ment object of his own laws and because he may have the

power to limit his subjects’ exit. Those laws will tend to

reflect only the dictator’s unconstrained self-interest, not

the social connections out of which the dictator, and all of

us, evolved.

By contrast, the deepest social connections that bind us

bind us only because, in the end, we are free to disregard

them. They have become powerful precisely because they

must have had enough long-term utility to overcome their

short-term costs, and to keep us from exercising our free-

dom to exit the group. They do not achieve that status if

they are forced upon all group members by some a priori col-
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lective will. Individuals, not groups, are the functional units

through which genes act, and social norms become adaptive

only because they confer a net benefit to individuals. Thus,

collectivist regimes are also inclined to write laws that are

unjust.

Ultimately, as Rubin so powerfully argues, there is an

inextricable evolutionary link between justice and democ-

racy. The ability of any justice system to accommodate the

biological tension between individual freedom and social

norms depends to a great extent on its own ability to

develop those norms as a free expression of social consen-

sus. The best laws work because they efficiently confer, and

express, enough long-term benefits on enough individuals

that those individuals are willing to remain in the group and

pay the short-term price of compliance. The genius of

democracy is that it provides a continuous feedback mech-

anism on these social norms, constantly recalibrating them

to current individual preferences.

In effect, democracy creates a market for the governed,

in which conflicting preferences for individual freedom and

social restraint compete freely to obtain optimal results.

This is hardly a new insight, but what may be new is the

evolutionary vision that suggests democratic institutions

are not artificial constructs, but rather are expressions of

our own evolved, and complimentary, desires for freedom

and social stability. If we say that ‘justice’ represents our

biologically embedded tendency to accommodate the ten-

sion between self and others, a tension that presupposes we

have the freedom to act selfishly or selflessly, then our best

institutions are those that most efficiently express that

accommodation.

Rubin argues that a democratic nation with a free mar-

ket economy is the highest expression of the human spirit

simply because humans are built for freely entering into

mutually beneficial reciprocal exchanges with other

humans and because democracy is the most efficient

accommodation between social constraint and individual

freedom. Admittedly, Rubin’s thesis, and indeed mine in

this essay, both depend on many assumptions about the

conditions under which humans evolved. Although

palaeontologists and anthropologists are learning more

and more about the ecological details of the so-called

‘era of evolutionary adaptivity’—that portion of the

Palaeolithic 50 000 to 100 000 years ago when the cur-

rent human genome is thought to have emerged—much

remains unknown.

For example, we do not know much about the ecological

conditions that caused humans to stop living in small

mobile groups of mostly related hunter–gatherers and start

living in larger sedentary groups of mostly unrelated

hunter–gatherers, although some anthropologists have

speculated that this change was driven by population pres-

sures (e.g. Tudge 1998; Carniero 2000). That transition,

which preceded the transition to horticulture then agri-

culture, is a key to understanding the extent to which non-

kin reciprocity may have shaped our genome. Regardless of

when and how the sedentary transition happened, it seems

highly unlikely that groups as large as ‘nations’ have existed

long enough to have had any adaptive impact, except poss-

ibly as misinterpreted cues for social behaviour grounded

on amuch smaller scale.

Nevertheless, Rubin’s core insights about the evolution-

ary relationship between economic and political freedom
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are tantalizing, and are precisely the kind of inter-

disciplinary approach that is beginning to shed light on the

nature of humans and their institutions, including law.
10. CONCLUSION
Advances in neuroeconomics are suggesting the physical

mechanisms by which animal behaviours are inherited. All

behaviours—whether simple motor reflexes or high-order

cognition—may be generated not by a collection of deter-

minate stimulus/response pathways, but rather by the inde-

terminate triggering of a particular behaviour from a

probabilistic distribution of possible behaviours. These

insights have profound implications, not only for age-old

paradoxes of free will and the interaction of the mind and

body, but also for the foundations of law.

The idea that some behaviours are heritable as an array

of probabilities meshes quite nicely with what evolutionary

theory and game theory have been teaching us about

human behaviour. We are the products of evolutionary

forces that shaped us to survive as individuals, but in small

intensely social groups. Our very being is about accommo-

dating the ancient tension between self and others by pass-

ing all our decisions through a distribution of probabilities

that has a built-in shape, and that peaks at three Nash equi-

libria: (i) do not break promises; (ii) be fair; and (iii) punish

serious violations of (i) and (ii).

Because these core principles are only peaks in a distri-

bution of probable behaviours, there is no doubt that there

will be great individual variation in behaviours. Indeed, the

variations between individuals, and in individuals over time

seem to take on the same distribution shape as the internal

brain distributions. These core principles are a kind of

behavioural fractal. The paradox of predictable macro-

economic patterns appearing out of unpredictable micro-

economic choices is neatly solved if the machines we use to

make our choices are themselves probability machines.

Of course, the majesty of the brain, and what makes it the

king of adaptive tools, is that brains can learn—they can,

over time, change the shape of their decision curves.

Experience, whether gained from actual encounters

between a brain and the world, or through the accumulated

and communicated wisdom of other brains, can alter the

initial probability distributions with which our models were

originally equipped. In fact, this constant feedback loop

between the outside world and the brain’s representation of

the outside world is precisely what brains are all about.

The ultimate nurture/nature debate may thus collapse

into a quantitative debate about the malleability of our

initially set decision curves. Although the proximate effects

of culture can hardly be overestimated when we are talking

about a machine built to soak up experience, it is equally

clear that the initial settings matter too.

I suspect we will discover that our deepest social

instincts—of the kind I postulate in this essay—operate like

our deep language structures. They form a template upon

which the syntax of human interaction can unfold. There

are endless variations in behaviour among individuals and

among cultures (just as there are language variations), but,

in the end, my guess is that we will discover that the syntax

of social interaction is universal and invariant. The deepest

roots of law express those universal and invariant rules of

social syntax.
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Holmes’s insights about the relationship between indi-

vidual decisions and the false majesty of the law were pro-

found and powerful applications of what little was then

known about evolution and human nature. However, his

resonating logic has led us to the ironic precipice of denying

our own humanity. Holmes understood only half of the

engine of human evolution—that we, as individuals, are the

product of a relentless struggle to survive. He did not rea-

lize that in the course of that struggle, the path upon which

evolution took us was a path of intense social cooperation.

As a judge, who every day imposes drastic penalties on

the free-riders we manage to detect and capture, I must

confess that it is comforting to contemplate that the law is

not merely a lubricant of market preferences or a collection

of arbitrary predilections of the ruling class. It may well

reflect our deepest commitments to each other, commit-

ments that are at the heart of our evolved natures as social

animals.
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ers, all of whom provided comments on earlier drafts of this
essay. I also thank the late Margaret Gruter and all my friends
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ENDNOTES
1 Two of most insightful modern heirs to Hume are probably Antonio

Damasio (1994) and Robert Frank (1988).
2 I am hardly the first person to propose a biologically driven return to

a natural sense of justice. See, for example, Masters & Gruter (1992).

See also the groundbreaking work of Owen Jones (2001a,b) on the

relationship between law and biology.
3 There is, of course, a fourth fundamental behaviour, shared bymany

social and non-social species alike: the recognition of property rights.

The notion that things possessed by one individual cannot be taken by

others may well be the most fundamental of all evolved behaviours,

because survival is itself bound up with the use of things (food and

shelter, for example). Indeed, the three core human principles that I

posit in this essay are arguably derivative of the notion of property: it

may be that living in groups, and its attendant reciprocity, is simply a

strategy to deal with the problem of scarce resources. But I leave a dis-

cussion of property to my colleague Jeffrey Stake.
4 This is a version of the so-called ‘endowment effect’ (Kahneman

1991), and it seems to operate even where, as in the ultimatum game,

the property ‘owner’ had no original claim to the money. Possession, it

turns out, may be nine-tenths of the law because even fleeting pos-

session evokes powerful feelings of entitlement.
5 There were some interesting differences between industrial and pre-

industrial societies. A’s offer tends to be lower in pre-industrial socie-

ties (26% mean) than in industrial societies (40% mean). There was

also more variation in A’s offer in pre-industrial societies than in

industrial cultures. The lowest offers occurred in societies where the

incidence of cooperation andmarket practices was low, and here rejec-

tion was rare. Offers were higher where exchange was more frequent.

However, where local custom imposed on B a future obligation to reci-

procate at a time to be determined by A, even offers greater than 50%

were sometimes refused (Henrich et al. 2001).
6 There are, nevertheless, important differences between the ‘econ-

omies’ of humans and other primates. For example, it appears that

although capuchins and chimpanzees have a primitive ability to mon-

etize goods, they are unable to recognize different denominations of

money (Brosnan 2004).
7 When I say ‘good man’ in these neo-Holmesian formulations, I sim-

ply mean people whose ordinary social constraints—that is, their

evolved accommodations between short-term self-interest and long-

term self-interest—have not been disabled.
Phil. Trans. R. Soc. Lond.B (2004)
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